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Abstract

Ned Levine & Associates have developed the CrimeStat® spatial statistics program for use by crime analysts across the country.  The program, funded and distributed by the National Institute of Justice, is freely available for use by crime analysts.  This powerful toolbox of statistical routines allows the user to quickly run several different spatial statistics to identify hotspots, an offender’s home base (journey to crime analysis), and create predictive elements such as standard deviation ellipses, standard deviation rectangles, and calculated centers. The new version also incorporates the functions and features of the Illinois Criminal Justice Information Authority’s Spatial and Temporal Analysis of Crimes ( STAC®, Dr. Carolyn Rebecca Block).   This project was supported by Grant No. 1999-IJ-CX-0044, awarded by the National Institute of Justice, Office of Justice Programs, US Department of Justice.  Although CrimeStat is a registered trademark of Ned Levine & Associates, all analysts can use this product free of charge.  All they need to do is to put the following cite somewhere on their work product:

Ned Levine, CrimeStat II: A Spatial Statistics Program for the Analysis of Crime Incident Locations (version 2.0). Ned Levine & Associates, Houston, TX, and the National Institute of Justice, Washington, DC. May 2002.

CrimeStat II is now available and it provides many new tools and routines for the analyst to use in their efforts at predicting crime.  With the new tools provided in CrimeStat II, the crime analyst can create additional spatial statistics for crime series analysis.  One of these routines is the Correlated Walk Analysis or “CWA” for short.  This CrimeStat routine attempts to calculate the location of a next hit in a crime series based on statistical calculations of time, distance and bearing.  This paper will explain how this routine has been used in the tactical analysis of crime in the Glendale, Arizona Police Department and the degree to which the CWA routine appears to be a good predictive tool.  A suggestion will also be made to combine several statistical routines and processes with the CWA routine and it’s varying settings to create a more reliable predictive tool for the analyst in tactical crime analysis situations.  Along with using the CWA routine in CrimeStat, the “circular point statistics” routine in the United States Geological Survey’s (USGS) Animal Movement Extension will also be used and compared to the CWA results.  The author’s own CA Tools 2.E extension for ArcView 3.x will also be used for creating common elements in a probability grid analysis.
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Introduction

From the first time that CrimeStat Version 1 was made available to police departments across the country, the question from practitioners has always been, “how can this help me do my job faster and easier than I do now?”  After several years of using this product the advantages to creating analysis products with CrimeStat become clear.  CrimeStat allows the analyst to run data through it’s gamut of statistical tools and spend only a fraction of the time it may have taken trying to do it “by hand.”  An extremely valuable aspect of the software is that if you decide that you should have included only the last 15 robberies for your analysis of a crime series, CrimeStat can be opened back up and run with the new set of points just as quickly and easily.  This allows the analyst to look at the data in a variety of ways and in less time than previously allowed.  What may have taken an analyst to do after many days of work, has now become a few minutes of variable entry and hitting the “compute” button on the CrimeStat interface.  This value has improved with the new version of CrimeStat and the “user-friendliness” of the product has also improved along with the new tools.  

The tremendous library of statistical tools and resources available in the CrimeStat product and the accompanying manual may intimidate many crime analysts.  This will be especially true for the novice or beginning analyst.  This was also the author’s view of the product when first downloaded several years ago.  Due to the great number of tools and statistical products one could create, many analysts may not be using CrimeStat as often as they might like.  This may seem a strange coincidence to many looking into this field, however the time-intensive projects assigned to a crime analyst often keep them from taking the time to learn a new product.  A question worded similar to, “okay, so if I learn how to use CrimeStat, how does it help me create a more operationally useful product for tactical analysis?” has been asked frequently.  All crime analysts should view CrimeStat as a valuable “time saving” tool as well as a worthwhile investment to developing more experience.  Although, for many, the training curve in using CrimeStat may appear to be longer than some products, the advantages should satisfactorily justify the time invested by the analyst.  The CrimeStat manual may also seem to be a mountainous obstacle, however it is loaded with information and knowledge that cannot be found anywhere else in such a complete format for the crime analyst’s use. 

During a normal work schedule, the author often gets the need to take a break and walk to the nearby Lenny’s Burgers in downtown Glendale for a bit of luncheon fare.  On one such occasion recently, 4 officers were overheard discussing injuries to their bodies received during their careers.  This discussion soon turned to massage therapy and other possible treatments for these maladies.  Memories of similar discussions the author had with fellow officers some 20 years before came to mind.  The difference was that back then, the discussions were often of gunshot wounds, knife wounds, and injuries received in car crashes.  These experiences often came from reminiscing about police work or serving in the military.  The talk back then wasn’t of treatment for these injuries, but “living with the pain” as a badge of honor that was only peripherally talked about.  The group of officers this day were talking about pains associated with being a solo motor officer or the onset of carpal tunnel syndrome and how they had found massage, chiropractic care, or some other medication to ease those pains of just being an active and dedicated officer.  Are officers today much different than those of decades past?; probably not.  They may be smarter about the dumb idea of “living with the pain” than older versions of them were, but the job hasn’t changed all that much. They just might have a few better tools and a few years more experience in their training than they did in the past.  What does this off the wall discussion have to do with CrimeStat II?  Well, sometimes we do without or do with something less than “the best” because we don’t know any better.  This may be true with CrimeStat II.  Just as officers did their jobs 20 years ago, but lived with pain, sometimes officers or crime analysts do their jobs and don’t use tools freely available because we just don’t make the time.  Massage and chiropractic care were available 20 years ago to officers, but although available, few of them really knew the advantages of using those techniques.  CrimeStat has been out for a while now and perhaps we should begin using this tool more to do our own research?

An additional question often asked by an analyst might also be worded such as, “is the output from CrimeStat any more accurate than what I am doing now?”  This paper will discuss the analysis of seventeen actual crime series and seven fabricated “test” patterns to ascertain whether these questions can be answered.  Hopefully you will see how these questions can be answered in the process of explaining the results of this study.

At the 2001 Crime Mapping Research Center Conference in Dallas, Texas, Dr. Ned Levine and Dr. Richard Block presented several sessions describing the new tools available in CrimeStat Version II.  One of these new tools was the “Correlated Walk Analysis,” or CWA.  This tool is designed to predict the direction, time, and distance from the last hit in a series to the next hit in the series based on those factors.  In theory, this routine acts just opposite from the journey to crime routine which attempts to locate the anchor point for an offender based on crime events, by looking for temporal sequencing of incidents committed by a single serial offender (Levine 2002).

The analyst can choose between using the mean, median, or regression for each of the three variables; time, distance, and bearing.  Since this tool could have immediate value to crime analysts creating predictive analysis products for operational use within a police department, the primary subject of this paper will involve the CWA aspect of CrimeStat II.  The ideal situation would be that the CWA routine accurately pinpoints the location where the next hit in a series will be.  Human behavior may not be that predictable in most cases so the actual benefit of the CWA routine will be broken down into three categories.  First, can the CWA routine accurately predict the general direction the offender will travel from the last hit in a series to the next or final event?  A secondary benefit would be to at least predict the distance the offender will travel from the last hit to the next or final hit.  Since the elements of time, distance and bearing are involved, the third benefit would be predicting the next probable time (date) of the next or final event in a series.  The performance of the CWA routine in these three categories will be discussed and evaluated.  In addition, several other commonly accepted methods for predicting the next hit in a crime series will also be discussed and reported upon.  This paper may be helpful for crime analysts when they decide what product or products they might consider using to evaluate and predict the next hit in a crime series.  The goal, of course, is finding which routine(s) may give them the most reliable prediction and operationally useful product for the deployment of resources to catch the “bad guy.”  Although this research is only scratching the surface of the problem confronting crime analysts on a daily basis, a belief that it will inspire further analysis along these lines is exciting.  

Preparation of the Data

The question that most crime analysts probably ask themselves after doing a prediction for the next hit in a crime series is, “Okay, how sure am I that the suspect will hit HERE next time?”  This is often followed by the same question from the supervisor or investigator provided the analysis.  This predicament makes a crime analyst’s reputation tenuous at best.  In many police departments across the country who are finally accepting crime analysis as a “way of life,” it is important for the analyst to be productive in tactical, strategic and administrative functions.  The tactical area and the predictions based on a crime analyst’s crime bulletin can either make you the star of the show, or the brunt of numerous, “I told you so!” types of statements from your colleagues.  The necessity to have a standard method, or compilation of methods, to use in each analysis becomes more important to the analyst as he or she strives to provide a more accurate prediction in each crime series he or she analyzes.  This standardized process and product must be operationally useful to the investigators, be easily created by the analyst, quickly and reliably rendered, able to be repeated often, and be accurate as much as possible.  The author is an advocate for a “compiled” approach to analysis that does not rely on one method of statistical analysis, but combines many of these methods into one analysis product that is the sum of its parts.  The question most often plaguing the practicing analyst’s mind when an instructor or lecturer purports that his method is statistically “better” than another’s methods is, “how many armed robbers has your method put in prison?”  This is the basic requirement of any crime analysis effort for any police department that attempts to predict a suspect’s next hit; did it in fact, help to solve this crime?  The reliable, real-life, operational use of these spatial statistic methods are the bread and butter of a crime analysis unit’s repertoire and the test is often as simple as, “does it work more often than not?”

The Glendale, Arizona Police Department provided the data for this analysis.  The records management database (RMS) was searched back to January 1996 for all suspects who were listed more than once in armed robbery reports.  Once this set of data was collected, the information was reviewed and lumped into several “crime series” that could be attributed to one or more suspects due to the detective’s investigation of the crimes.  The weakness in this data is that there is no way of knowing whether we have identified all of the crimes these suspects committed during the course of the series.  It is very possible that several crimes could have been overlooked when each suspect was arrested.  Offenses committed in other police jurisdictions, or ones where the offender drastically changed his M.O. or type of crime may not be included, and thus, without all of the offenses committed by this offender, there is a possibility that a true sequence of events in time cannot be properly analyzed.  Unfortunately this is another part of the problems facing analysts who want to do a good job at crime analysis; the data, measuring human behavior (criminal events) isn’t always very accurate.  The analysis was focused on armed robbery crime series types due to the fact that this was the author’s area of expertise and most crime analysis units are asked to do predictive analysis for this type of crime series.  In addition, the data for armed robbery suspects was easily obtained and queried to retrieve data applicable to this research.  Two burglary series were also included due to the fact that each covered several different jurisdictions and involved several hundred square miles.  The author also had personal knowledge of these two burglary series and already had the data collected for these offenses.

Initially, sixty-two separate crime series were identified through the Glendale Police Records System and previous tactical analysis efforts.  These crime series had from three to over two hundred twenty six individual cases.  The data was then arranged and the analysis was begun.  In the early stages of the analysis, most of the crime series had to be excluded from the research (46 or 74.2%).  CrimeStat II requires five incidents to use the CWA routine and therefore any crime series with less than six individual incidents in the series had to be excluded.  This allowed for at least five incidents to be used in the CrimeStat routine and the last known crime or “final hit” to be used to calculate the success or accuracy of the Correlated Walk Analysis for each series.  This should already offer the crime analyst one limitation of using the correlated walk analysis; there must be at least five incidents in your crime series before you can use this routine.  Any crime analyst worth his salt would also be hesitant to place a great deal of certainty on a prediction created from an analysis where only three to six incidents were involved, however we are asked to perform this type of miracle on a weekly basis.

After excluding all of the crime series that had less than six incidents, fifteen total crime series to analyze were left.  Thirteen were robbery series and two were burglary series.  The total “series” analyzed was extended to seventeen by doing two separate runs for a robbery series and a burglary series with the total offenses, and with the last several incidents in each series.  One robbery series involved a homicide and the author had previously analyzed six of the series on prior occasions during the commission of the offenses themselves.  It should also be noted that the author made an “accurate” prediction of the location of a hit in each of the six crime series mentioned through the use of the “probability grid method.”  This method is simply a compilation of all of the statistical tools and routines available to analysts for predicting the next hit in a crime series (Hill 2001). One of these predictions resulted in the capture of the suspect during the attempted commission of a new crime in the series at a predicted store location, and another involved identification of the suspect involved through CrimeStat’s journey to crime (JTC) routine along with many offender database searches.  In the other four series, a correct prediction was made, however no units were staking out the locations predicted or the offenders discontinued committing the offenses for an unknown reason.  One of the main reasons this paper is being written, is that during a tactical analysis effort, the CWA routine accurately predicted a brand new area in a burglary series that the suspect had never hit in before (series 60). This analysis was an indication to the author that the CWA routine may be very valuable as a tactical resource for crime analysts in the field.  Due to the apparent success in this one burglary series involving several million dollars in stolen property, the idea for this analysis was born.

Each of the crime series were geocoded with the ArcView 3.2a( software product created by Environmental Systems Research Institute, Inc., Redlands, California (ESRI).  The “final” hit, or the hit we are attempting to predict, was separated from the rest of the crime series incidents and a new shapefile was created of this one point.  A new shapefile of the hit just prior to the final hit was also created.  These two points were called “LAST,” the last hit in the series from which all predictions will be based, and “FINAL,” or the known hit we will attempt to predict, for each crime series.  A crime series number was then assigned to each series.  Once these files were created and ready for use, chapter ten of the CrimeStat II manual was reviewed and the elements required for doing CWA analysis were determined.  The trickiest item about the data setup for CWA testing was the time variable.  This process required the greatest number of hours testing various combinations of days between hits to make sure the analysis was done properly.  A typical crime analyst uses a days between hits calculation which is determined by the total number of days between hit 1 and hit 2, hit 2 and hit 3, etc.  Hence, the first hit in a series would then have a null value entered in the days between hits column.  If the days are calculated in this manner with CrimeStat for the CWA calculation, you get invalid results for the next predicted time and the first incident in your series is ignored for calculations of the CWA points.  This problem also provided extremely odd and unreliable predicted points for the next hit in a series.  These invalid points seemed to always be directly opposite what you might expect by watching the pattern of movement from one hit to the next in sequence.  In order to solve this problem, the time variables were recalculated in the series tables.  The newest version of CrimeStat II was also downloaded from the NIJ Mapping and Analysis for Public Safety’s (formerly Crime Mapping Research Center http://www.ojp.usdoj.gov/nij/maps/ ) web site.  

The simple answer to the time problem is to calculate all of the days from hit to hit as the total cumulative number of days from the first hit.  The following table shows the normal method and two columns of potentially “correct” ways to calculate the days between hits for CrimeStat II:

Table 1

HIT NUMBER
RPT NUMBER
DATE
DAYS BETWEEN HITS
CRIMESTAT DAYS
ALTERNATE CRIMESTAT DAYS

1
02-0001
01/01/2002
Null
1
37257

2
02-0002
01/03/2002
2
2
37259

3
02-0003
01/12/2002
9
11
37268

4
02-0004
01/18/2002
6
17
37274

5
02-0005
02/23/2002
36
53
37310

Calculating the total number of days from the first hit for every hit in the series was much easier to understand than using the number of days calculated with the =Value([DATE]) statement in MS Excel (as in the last column in Table 1).  Although calculating the date as a number value, such as 20020118 for January 18, 2002 can also be done, the results are somewhat difficult to decipher in the final conversion to an actual predicted date for the next hit .  

Seven “test” crime series were also created, which were nothing more than random points covering similar geographic areas as the actual crime series.  These test point shapefiles all had a basic pattern of occurrence that could be visually determined quite easily.  The patterns I created were as follows (Figure 5):

1. Linear or straight-line crime series that simulated a crime series along one segment or stretch of roadway.

2. A zig zag pattern of hits that consistently remain traveling in the same general direction but opposite directions from an imagined center line.

3. A pattern of hits moving back and forth from the east to the west in the same line

4. A pattern of hits moving back and forth from north to south in the same line

5. A five pointed star-shaped series

6. A circular shaped series with the points making up the circle

7. An hourglass shaped series where the points went from west to east, then east to southwest, and then southwest to east and back to the west starting point

These test patterns were created to test CrimeStat’s CWA routine to determine if a travel pattern easily observable by an analyst could be predicted using CWA routines and the circular point statistics of the Animal Movement extension.  A general statement might be made that the easily observable patterns in the test series created were more likely to be predicted accurately by the CWA routine than actual crime series analyzed.  This substantiates in part, that the CWA routine works better for offender behavior that is more regular and subsequently, more predictable.

After creating the various files needed for the analysis to begin, several calculations and geographic information systems (GIS) files were created to perform the actual analysis.  The following elements were then determined and analyzed for each separate crime series:

1. Convex HULL polygon (CVH) of the crime series events was created and the square mileage of the CVH was calculated

2. Average days between hits

3. Mean center of points (XY Coordinates)

4. Last hit (XY Coordinates)

5. Final hit (XY Coordinates)

6. Actual days between Last hit and Final hit

7. Distance in miles from Last hit to Final hit

8. Distance in miles from mean center of points to the Final hit

9. XY Coordinates of the CWA mean predicted point

10. XY Coordinates of the CWA median predicted point

11. XY Coordinates of the CWA regression predicted point

12. The calculated days for the next hit for each point in item 9, 10, or 11

13. Was the Final hit within a convex Hull polygon of the Last hit, Mean CWA, Median CWA, and Regression CWA points? (Yes or No)

14. The distance in miles from the Final hit to each of the points in 9, 10 or 11

15. The distance in miles from the Final hit to the center point of the CVH in 13

16. The distance from the mean center to the suspect’s residence (if known)

17. Average distance from each hit to the suspect’s residence (if known)

18. The distance from the mean center to the suspect’s work (if known)

19. Average distance from each hit to the suspect’s work (if known)

20. Average distance from mean center to each hit

21. Was the Final hit in the general direction of the Animal Movement extension’s circular point statistics output?

22. Did there appear to be a visually observable pattern to the suspect’s crimes? (Subjective Yes or No determination)

23. Was the Final hit within the 68% probability rectangle?

24. Was the Final hit within the 68% SD Ellipse?

25. Was the final hit within the average distance between hits from the last hit?

26. Was the last hit within a CVH of the previous hits?

27. Was the suspect’s residence within the journey to crime (JTC) analysis using the negative exponential function?

28. Was the suspect’s residence within the journey to crime (JTC) analysis using the truncated negative exponential function?
These crime series had between one and six suspects with one being the most predominant.  There were between 6 and 226 incidents in each crime series, with the mode of 7 and the mean of 29.35.  The series covered an average of 52.58 square miles, however the smallest square area was 0.83 square miles and the largest was over 24,375 square miles and covered two states (see Table 2).

Once this information was established for each crime series, a new ArcView project was created and the Animal Movement (Hooge 1999) and CA Tools 2.E (Hill 2001) extensions were turned on. Each series was run through several tests with CrimeStat II, the “Circular Point Statistics” routine in the Animal Movements extension, and several other routines in the CA Tools extension to obtain all of the data needed for this analysis.  The following analysis or routines were run and compared for each crime series:

1 CrimeStat II

· 68% standard deviation rectangle

· 68% standard deviation ellipse

· Mean or mathematic center

· Negative exponential mathematic formula for journey to crime where applicable

· Truncated negative exponential mathematic formula for journey to crime where applicable

· CWA for time, distance, and bearing set to mean and lag 1 for all variables

· CWA for time, distance, and bearing set to median and lag 1 for all variables

· CWA for time, distance, and bearing set to regression and the recommended lag determined by the adjusted lag coefficients

2 Animal movement extension

· Circular point statistics on all crime series events

3 CA Tools extension

· Standard deviation rectangles

· Sorting as needed

· Adding record numbers and XY coordinates to series event tables

· Creating convex Hull Polygons of various points as needed

· Merging shapefiles where needed

· Creating and animating a crime path

· Creating and scoring a probability grid

The CWA Routine’s Ability To Accurately Predict The Next Time Or Date In A Crime Series

Since testing the CWA routine’s ability to accurately predict the time (or date) of the next hit in a series was one of the goals for this analysis, this section deals with that portion of the analysis results.  The average days between hits for all series analyzed was 10.6 with a range of 1.8 to 46.8 days. One of the results returned by CrimeStat II from the CWA routine is a predicted, cumulative number of days from the first hit in the series to the probable next hit in the series.  For the purposes of this paper, a successful prediction for the next hit is defined as a number of days within 1 day plus or minus the actual date of the next or final hit (-1, 0, or 1).  The CWA regression routine did appear to perform well in the area of predicting the number of days for a new hit in the series.  As can be seen from Table 3, comparing the average days between hits with the actual date of the next hit, there were only 5 series where the actual date was within plus or minus 1 day of the average days.  This is increased to 11 when you add the test series to this total. The test series all had days between hits that were deliberately set to a regular pattern of days throughout the series (eg; all hits were exactly 3 days apart).  For this reason, the CWA routine had a nearly perfect ability to accurately predict the next date of hit for the test series.  

The CWA regression analysis performed very well with 7 (46.6%) of the crime series events occurring within plus 1 or minus 1 day of the actual date and this count increased to 13 (54.2%) when the test series were included.  What is more significant is that 3 of the predicted regression days were exactly the same as the actual days.  Although this sample size may be too small to get too excited about, it does hint that the CWA routine is useful in predicting the next date in a crime series.  It also may be more reliable than the common method of finding a date range for the next hit in a crime series through crime analysis processes (mean and standard deviation of days between hits etc.).  The CWA median calculation increased the accurately predicted counts to 8 (53.3%) and 14 (58.3%) with 4 series having no difference between the predicted day and the actual date.  By picking a ten-day window around the CWA median predicted day (5 days before and 5 after), 14 of the crime series next hits could have been predicted accurately or 82.4% would have occurred within that ten-day window.  These are pretty good odds for most tactical crime analysis functions related to predicting the next date in a crime series.  The general opinion concerning this aspect of the CWA routine is that this method performs quite well for predicting the next date of hit in a crime series and that the CWA median result predicts the next date the best with the CWA regression prediction being a close second.  The accuracy of the CWA to predict the next date in a series is greatly influenced by the tempo of the days between each hit.  The more regular or consistent this pattern is the better the CWA routine does at predicting the next date in a crime series.  Although this is not any earth shattering revelation, the CWA routine still did well in the area of “time” predictions for the actual robbery and burglary crime series irregardless of how consistent the number of days were between hits.  With the assistance of Dr. Ned Levine, several tables and charts were created of the data (Figures 6 and 7).  The CWA routine “best” adjusted R2 values (R-value returned by the CWA routine in CrimeStat squared) was graphed with the best Lag values.  The highest lag for time for any of the series analyzed was 4.  The best R-value was generally lower for the actual crime series than for the test series.  The amount of error squared compared to the R-square value was also made into a chart and any correlations between these variables were looked at.  Due to the small number of cases studied (17) the conclusions for the time portion and the rest of the CWA analysis elements could be questioned.  Generally, as the R-square value increased, the amount of error decreased or said in other terms, there appears to be a weak negative coefficient between the time error and the R-value.  This is also visually true with the test series that were analyzed and as the R-value increased with those cases, the amount of error actually decreased for the most part.  Several of the crime series (58 and 42 in particular) had extreme values for the time value due to the greater number of days from the last hit to the final hit than had been “normal” for the series.  Several others (17, 50, and 56) also had extreme values in the opposite direction where the number of days between the last hit and final hit was 0 (they occurred on the same day).  The extreme values and limited number of cases analyzed for this study make any conclusions a bit speculative, however it should be noted that they generally agree with previous research done with other data by Dr. Levine which are noted in Chapter 10 of the CrimeStat II manual. 

The conclusion based on this portion of the CWA analysis, is that if you have a crime series with consistent days between hits, or a consistent pattern of days between hits, then the “best” CWA R-value will likely be higher.  Because the R-value is higher, the date predicted for a new hit in the series with the CWA routine will have the best chance of being closest to the actual date the offender decides to commit the crime.  The author’s opinion is that CrimeStat’s CWA routine works as well or better than any other common method of determining the next date of hit in a crime series (particularly robbery crimes).  This conclusion should be further tested with more crime series data covering a wider variety of crime types to make the conclusion more valid.

Distance from Last Hit Evaluation

Except for the test series, none of the CWA predicted points were physically “close” to the actual next hit in the series.  The closest was in the armed robbery series 42 where the CWA mean (lag 1 for all three variables) distance was only 0.65 miles (Figure 1).  The furthest was in burglary series 59 with a whopping 403.3 miles for the CWA regression predicted point (Figure 2 -This burglary series was selected because the suspects crossed state boundaries to commit their crimes, which seems to be phenomena happening with greater frequency in the Southwest recently).  The average for each CWA method across all crime series was about the same (approximately 25 miles) with the CWA median routine having the smallest average.  The coefficients for the lags for several of these crime series were fairly high (>= 0.50) for one or more of the variables, but despite this, the predicted points were usually not that close to the actual next hit as far as direction, but the distance and time predictions were good.  The majority of crime series and test series showed that the mean lag 1 predicted point was often the furthest away from the actual location.  The median lag 1 predicted point was slightly closer, and the regression with CrimeStat II “best” adjusted lags was the closest to the actual next hit on average.  In several of the crime series, this was exactly opposite and no causation has been determined as of the writing of this report (cases 27, 42, and 50 for example – Table 4). 

Only 4 out of 17 of the crime series showed that the actual next hit was even within a predicted point convex Hull polygon (PPCVH) bounded by the last hit, mean predicted point, median predicted point, and regression predicted point (Figure 1).  The probable next hit in each of the test series was within the PPCVH in all cases with only two possibly being just slightly outside of the PPCVH.  This could indicate that if a very visually observable pattern can be determined by the crime analyst that seems consistent in nature, the CWA routine will have a much better chance at predicting the next hit location. Robbery crime series that happen in real-life often have patterns that may be visually discernable, however they are not consistent in direction and distance over time.  They may be very susceptible to space-time interaction or clustering as the suspect’s experience increases or need for better ‘scores” changes throughout the crime series.  This may make the CWA routine less reliable due to the fact that many robbery crime series involve few incidents, and developing a pattern with more than 5 incidents may be impossible as the suspect changes his tactics or his opportunities for profit change.  

We have discussed the actual predicted point’s location in relation to the actual final hit in a series up to this point.  The objective of this section is to find whether or not the CWA routine did well at actually predicting the correct distance from the last hit to the actual final hit and not what direction it placed the point.  Tables 5, 6 and 7 and Figures 8 and 9 show the breakdown of the various CWA calculations and the distance that was expected (actual distance) and the predicted distance for each of the three CWA methods used.  Table 5 shows the results for the CWA mean calculation and it should be noted that the overall average distance error was 11.98 miles.  When the large difference for series 59 is excluded from the average calculations this is reduced to an overall distance error of 1.75 miles.  The CWA mean distance calculation was the second best tool for determining the next hit distance.  The CWA median calculation was the worse with an overall average error of 13.78 miles and 2.14 miles with series 59 excluded.  The CWA regression calculation appeared to be the best at calculating the actual distance to a new hit with an overall error of 10.8 and 1.48 with series 59 excluded.  The CWA regression distance calculation appears to be the best tool and may be as useful as any other method of determining this distance.  It is important to note that in the majority of cases, the distance calculated for the next hit using the CWA regression results, was less than the actual distance.  A crime analyst could use this information to create a better prediction of the distance by simply adding a mile or two plus or minus the calculated distance to establish a “most likely zone” for the next hit.  It is strongly suggested that if the CWA method of calculating distance is used, the crime analyst should also calculate an average distance between hits, and perhaps, an average distance from the mean center of hits.  Using these three distance measurements together will help to isolate a smaller area that the next hit will occur in.  As with the CWA time variable, it appears that there is a weak negative correlation between the R-value and the distance error.  The general conclusion is that there is a greater chance the “best” CWA R-value will be greater if the distances traveled by the offender are consistent between hits.  This will lead to the predicted CWA distance being closer to the actual distance traveled by the offender to the next crime in the series and thus, a more accurate prediction.  It appears that time and distance are useful aspects of the CWA routine and at a minimum, as effective as any other method for predicting them.  Analysts are urged to use the predicted mean time variable result or the regression time variable result for predicting the next date in a series.  They are also urged to use the predicted regression result for calculating the distance to a new hit in a series.  The same problems with small sample size and extreme values make the conclusion questionable, however the author feels they are of value to fuel further interest and tests.

Direction As A Predictive Factor With CWA

The topic of how accurate the CWA routine calculates direction is the last subject discussed.  The basic outcome of this research is that the CWA routine may not be a very good tool for determining the direction of the next hit from the most recent hit in a series.  Out of the 24 series analyses performed for this research the best performance was gained from the CWA regression calculations with 9 or 37.5% of the predicted points being in the same direction from the last hit as the final hit in the series.  The CWA mean only had 1 series where the predicted point was in the same direction as the final hit, and the CWA median performance was only slightly better with 4 (Tables 5, 6, and 7).  This did not improve much when a predicted point convex Hull polygon (PPCVH) bounded by the last hit, CWA mean point, CWA median point, and CWA regression point was calculated.  Only 9 of the final hits were within this CVH and thus did not improve the performance for direction.  An experienced analyst may be able to observe an animation of the sequence of events in a crime series and have as good or better chance in determining the probable direction of the next hit than the CWA routine.  This seems to indicate that further research may be needed to determine if this ratio can be improved.  One thing that was not done in this research was to run CWA regression statistics using every possible combination of lag settings to see if any combination would improve the directional component.  This should be considered in any future analysis of this sort.   The key to accurate directional predications with the CWA routine seems to lie exclusively with the degree to which the behavior patterns of the offender remain consistent from hit to hit in a series.  Since the test series resulted in almost 100% predictability for direction, this consistent movement from hit to hit must be the most influential factor.  The actual crime series events did show patterns, however these patterns crossed back and forth across the mean center of the hits in most cases and was difficult to visually see a pattern much less statistically determine direction from the offender’s movements.  Charts and tables for the direction error and R-value are included in Figures 10 and 11.

When to Use the CWA Routine

The CWA routine should be used in all tactical crime series analysis efforts and the time and distance values obtained from using the adjusted best lag and R-value should be used to assist the analyst in making a tactical prediction of the next hit.  The analyst should objectively review the data available to him and reasonably set a CWA reliability score to his analysis based on how consistent the time, distance, and directions between hits are.  A good practice would be to use other factors and processes as well as the CWA routine to determine the date of next hit, and possibly the average distance from the last hit or mean center to validate the CWA results or invalidate them for that crime series product.  The CWA routine should perform as well as any other method for predicting the next date of hit and the distance from the last hit (remembering that the CWA predicted distance is usually less than the actual distance).  If the travel pattern of the offender is very consistent in direction from hit to hit, the CWA routine should also perform well in the direction arena, however, the analyst’s own visual ability to see a pattern may be more useful.

A Look At Commonly Used Spatial Statistics

In addition to performing CWA calculations, the performance of common spatial statistics elements were also evaluated for the 24 crime series sets of data.  Table 8 lists the subjective scoring of each of the common elements toward determining the next hit location in each series.  A “YES” score meant that the final hit was either within the boundaries of the polygon or the final hit was in the general direction of the Animal Movement extension’s circular point statistics results.  A “NO” score means the final hit was outside the polygon by any distance, or that the final hit was in the opposite or 90 degrees or more off from predicted direction.  A ”MAYBE” score was given when the final point was so close that it could not be determined (right on the edge) or the predicted direction was less than 45 degrees off (visually estimated).  The spatial statistics evaluated were, one standard deviation ellipse, one standard deviation rectangle, convex Hull polygon, circular point statistics (direction), and average distance between hits buffer of the last hit.  

It is apparent that the circular point statistics function was the poorest performer out of all the tests done with only 3 scoring “YES,” and 6 scoring a “MAYBE.”  This may be a larger problem with these types of analysis efforts since the CWA routine’s direction performance was also its weakest area as well.

The degree to which an observable pattern from event to event could be seen is a subjective one.  It relies greatly on the analyst’s own experience and although there are a great number (13) of these crime series that were scored as “YES,” or a path was visible, it depended more on the author’s past experience than anything.  This area should be tested more thoroughly with other analysts viewing the same data to see if the same, or similar, patterns could be visually determined by other analysts.  Since the scope of this paper does not include this possibility, an offer that this data will be made available to anyone wanting to duplicate or test other statistical methods is made to the viewer.  Please contact Bryan Hill for information and to make requests for the data analyzed in this report.

54% of the final hits for these 24 crime series were inside the one standard deviation rectangle (also called the 68% rectangle).  Although this is nothing to jump for joy about, it does show that slightly more than half of any predictions made using this method would be correct.  This of course assumes that these results can be duplicated with other similar robbery and burglary crime series.  As a side note, when the 2 standard deviation rectangle was added only 2 of the series final hits did not fall within that rectangle (59 and 60 which are both burglary series and cover very large geographic boundaries).

The one standard deviation ellipse performed much better with 71% of the final hits in these crime series being within the boundaries of that ellipse.  This element should be used in any tactical application involving robbery crimes.  When this was extended to the 2 standard deviation ellipse, all but one of the final hits fell within that boundary (59).  For both the standard deviation rectangle and ellipse, the analyst should note that the square area for many of these series was quite large.  If the suspect were hitting businesses, which are very common, using these methods alone may result in several hundred potential targets for a new hit in a series.

The average distance between hits was used to create a circle buffer around the last hit in the series.  If the final hit was within this buffer then the series was scored as "YES.”  Only 12 or 50% of the crime series final hits fell within this buffer.  If the buffer was increased to the mean plus one standard deviation, 6 more series would have had the final hit within this buffer distance (up to 75%).  Another 2 more series (up to 83.3%) could be added to the “YES” category if the mean plus 2 standard deviations was added.  In practice, the author actually calculates the mean distance between hits and the standard deviation and then finds what the value would be for the mean plus 2 standard deviations.  He then divides this by 3 and creates 3 buffer rings around the last hit in a series and scores the middle buffer the highest in tactical predictions.  This seems to perform quite well and should give about a 75% chance of being correct in most robbery series.  Combining this with the CWA predicted distance as previously discussed, and an average distance from the mean center of hits would improve the ability for the analyst to predict the distance element.

The final element was a determination of whether the final hit would fall within the convex Hull polygon of hits in the series.  This actually performed the best with 20 or 83% of the final hits falling within this polygon.

Conclusion

This leads to the opinion that like many spatial statistics tools, correlated walk analysis is useful in tactical analysis efforts when used by itself, however when used with other methods and processes its results can be improved.  The more predictable the offender’s behavior, the more accurate and reliable the CWA predicted points are.  CWA does well in predicting the date of a new hit and the distance from the last hit to the final hit in a series, but performs poorly in the direction or bearing from last hit aspect.

An analyst would drastically improve the ability to provide an accurate prediction by approaching any analysis effort as a cumulative interaction between all of the methods and knowledge available to him or her.  It is suggested that the following elements be considered in any tactical analysis effort, especially when robbery is the crime being analyzed:

· Correlated walk routine especially if the visual observation of the series in sequence reveals a observable pattern of hits in either time, distance or bearing)

· Convex Hull polygon of all points

· Standard deviation rectangles and ellipses

· Mean and standard deviation of the distance between hits calculated so that a buffer of at least the mean distance from the last hit can be created

· Mean and standard deviation of the distance from all hits to the mean center of the hits calculated so that a buffer of at least the mean distance can be created around the mean center

· Any observed directionality from a crime path that is animated (walk through each event in sequence) should be measured and some sort of polygon showing this could be created

· Victimology established so that specific store types being hit by the suspect can be used to limit the list of targets

· Land use (potential targets or target areas similar to previous hits) and census block layers imported if specific victimology cannot be determined from the stores that are being hit.  An analyst would look for similarities for all hits in land use (medium density commercial, residential etc) or demographics (high Asian population, many elderly heads of household, etc)

· Annotation of any targets that have been hit more than once as potential may increase for these stores in some cases

The items listed above should be considered as a “minimum” listing of variables and data that should be considered by every crime analyst desiring to do tactical predictions in crime series.  As a final product of this research, a cumulative approach to one crime series analysis was created so that readers of this article might find how CrimeStat and ArcView can work together to create a better prediction in a tactical analysis environment.  Figure 4 shows the GIS product that could be produced by combining the CWA routine with other spatial statistics through the probability grid method.  Robbery series 48 was used for this exploration of the probability grid method.  Standard deviation ellipses, standard deviation rectangles, average distance between hits plus 1 standard deviation buffer around the last hit, buffer of average distance from the mean center to hits, a visual observation of the direction of next hit based on animated path, the CWA analysis routine points, and a convex hull polygon were all created for this example (Figure 3).  Additional items to be considered might be showing the locations of the type of store this robbery suspect was hitting.  When the suspect is hitting specific store types, you can dramatically reduce the number of potential targets for your investigators by adding them to your GIS product.  

Once these items were created, an evenly distributed polygon grid theme was added and will be the basic “surface” of the probability “grid.”  Each consistently sized grid will be scored with a value between 0.5 and 2 for each statistics item created for this analysis.  The idea is similar to an archaeologist staking out of a dig site in a grid pattern or a serious crime investigation grid pattern created to accurately record where items of evidence are located within the grid.  The analyst is collecting data for each grid and recording which grids had all or a portion of the other spatial layer within them.  Like the archaeologist or serious crime investigator, the analyst’s goal is to accurately recreate the pattern and location of items within the grid so that the “big picture” can be more adequately determined.

One of the first things we will do is use the CWA calculations to predict the next day of hit in this series.  The last hit in this series was on April 10th according to the data table.  The CWA routine provided the values of 2 (median) days, 2.33 (mean) days, and 3.1 (regression) days for the next hit.  A logical approach as indicated would be to add at least 1 day to or from the dates provided by the CWA routine.  Thus the next hit should be between 1 day and 4 days of the last hit.  This provides the date range of April 11th to April 15th for the next hit in the series.  The actual final hit in this series occurred on April 11th and so the CWA’s regression time prediction appears to be accurate for this crime series.

It is apparent that the CWA routine has not correctly predicted the next direction of the hit and in fact has placed the points directly opposite of where the visual observation of the crime path seems to place the next hit.  At this point, placing more reliability with the analyst’s prediction and not the CWA points would make the most sense.  However, you should still score the grids for these CWA predicted points as well.  Remember that the probability grid method is a cumulative score for all of the spatial statistics on the map. The final product takes the cumulative score obtained from all of these elements for each grid and then a graduated color legend is assigned to the probability grid.  Classifying the legend by standard deviation also makes the most sense, since your objective is to find the grids with the “most” likelihood of being the next in line for a hit from this suspect (Figure 4).  Further elements such as the store types, land use information, or additional factors known about this/these suspects would further reduce the prediction area.  It should be noted that the total square mileage of the 2 standard deviation ellipse was over 80 square miles and the 1 standard deviation ellipse was 20 square miles.  By combining all of these methods there are now only 2 square miles (8 quarter-mile grids) that are the highest likelihood for a new hit in this series.  As seen in Figure 4, this would have been a very accurate prediction and in fact, in real-life, there were only 3 stores of the type chosen by this suspect within these grids and thus only 3 potential targets to “stake out.”   The CWA distance in this series was also fairly accurate and ranged from 3.71 miles to 4.06 miles.  The actual final hit wound up being exactly 4.061 miles from the last hit in this series.  For this one crime series, the CWA routine performed well for the time and distance predictions, but performed poorly for the direction variable.  Combining the CWA results with other spatial statistics corrected for this weakness and provided an accurate prediction of a new hit in this series.

As previously stated, the data for this research will be made available to anyone else desiring to do similar studies.  The hope is that others will do similar research with their own series as well and a standard set of tools for doing predictive analysis can be developed which will give the analyst a better than 50/50 chance of predicting a new hit in a crime series.

Hopefully we can all continue to develop new ways of looking at crime and crime analysis products and develop more standard methods from testing them in actual situations and with real crime data and information.  As we develop these “new” methods and use valuable tools such as CrimeStat to test the spatial statistics and routines scientifically, the crime analysis profession and our tools can only become better and easier to use.
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Table 2:  Basic data for each crime series






MEAN CENTER

LAST HIT

FINAL HIT


SERIES NUMBER
# SUSPS
CRIME
NUMBER OF OFFENSES
CVH EXTENTS IN SQ MILES
X
Y
X
Y
X
Y

17
2
ARMED ROBBERY
6
7.70
415417.2
922440.3
412886.6
918360.6
418191.2
944616.6

27
1
ARMED ROBBERY
6
4.40
413866.8
920131.3
402312.1
923235.7
412884.3
918158.2

37
1
ARMED ROBBERY
7
0.83
415598.8
916061.6
417967.3
913025.5
417063.7
918293.4

42
1
ARMED ROBBERY
7
2.44
413619.0
924293.1
413301.5
924825.8
412918.1
924526.3

45
1
ARMED ROBBERY
10
32.63
427845.9
942158.4
418258.5
954513.8
418258.5
954513.8

47
1
ARMED ROBBERY
7
13.31
419021.6
947310.5
418660.8
939357.7
417399.9
928261.8

48
1
ARMED ROBBERY/HOMICIDE
11
13.80
417597.0
907287.2
433475.4
918858.9
412843.6
913023.6

50
1
ARMED ROBBERY
11
17.01
416908.9
932894.8
413518.7
939219.4
413469.2
939218.7

54
2
ARMED ROBBERY
10
19.93
424092.8
922298.4
423315.3
926039.9
421003.4
907832.4

55
6
ARMED ROBBERY
31
241.43
450519.4
898344.7
470739.2
939709.7
455059.7
872868.7

56 ALL
1
ARMED ROBBERY
10
14.78
1901059.2
866218.7
1901059.2
866218.7
1902105.0
870099.0

56 SLC Only
1
ARMED ROBBERY
7
1.24
1907367.7
873294.2
1909750.0
877123.0
1902105.0
870099.0

57
1
ARMED ROBBERY
17
71.15
525264.8
870336.3
538951.4
846912.6
513070.9
875695.7

58
1
ARMED ROBBERY
9
19.56
419730.0
927636.9
423310.8
912937.2
428662.6
928140.9

59
2
BURGLARY
74
24375.59
339422.7
877152.3
413011.8
940163.3
-1138290.2
1155783.0

60 LAST 50
2
BURGLARY
50
150.18
502950.3
977464.3
516428.6
978343.8
482985.9
927606.8

60 ALL
2
BURGLARY
226
230.91
496407.3
952624.2
516428.6
978343.8
482985.9
927606.8

61 LINEAR TEST
1
TEST PATTERN
10
0.11
416328.8
925411.6
409151.1
932648.8
N/A
N/A

62 ZIG ZAG TEST
1
TEST PATTERN
10
10.89
415217.8
926051.7
402704.8
937174.8
N/A
N/A

63 EW TEST
1
TEST PATTERN
22
0.58
413062.0
920779.8
400317.5
920706.8
N/A
N/A

64 NS TEST
1
TEST PATTERN
18
0.35
423424.5
927329.3
423176.4
934100.7
N/A
N/A

65 STAR TEST
1
TEST PATTERN
10
12.75
417852.4
925115.6
415474.9
929022.1
N/A
N/A

66 CIRCLE TEST
1
TEST PATTERN
11
13.00
418561.6
925324.4
428757.2
917250.3
N/A
N/A

67 HOURGLASS TEST
1
TEST PATTERN
16
11.52
415231.8
922947.7
423559.8
912205.7
N/A
N/A

Table 3:  Predicted days and actual days

SERIES NUMBER
AVG DAYS BETWEEN HITS
*ACTUAL DAYS BETWEEN LAST AND FINAL HIT
DIFFERENCE BETWEEN AVG DAYS AND ACTUAL DAYS
CWA MEAN CALC DAYS
CWA MEDIAN CALC DAYS
DIFFERENCE BETWEEN CWA Median DAYS AND ACTUAL DAYS
CWA REGRSN CALC DAYS
DIFFERENCE BETWEEN CWA REGRSN DAYS AND ACTUAL DAYS

17
4
0
-4
4
4
4
7
7

27
4
5
1
5
5
-1
9
4

37
34
2
-32
40
5
3
4
2

42
47
1
-46
47
1
0
11
10

45
4
3
-1
4
3
0
4
1

47
2
1
-1
2
1
0
1
0

48
2
1
-1
2
2
1
3
2

50
6
0
-6
6
2
2
1
1

54
7
4
-3
6
3
-1
2
-2

55
13
2
-11
13
8
6
4
2

56 SLC
3
0
-3
3
3
3
4
4

56 ALL
3
3
0
3
2
-1
2
-1

57
6
11
5
6
3
-8
4
-7

58
15
46
31
17
9
-37
32
-14

59
5
2
-3
5
2
0
2
0

60 LAST 50
12
6
-6
6
2
-5
5
-1

60 ALL
15
6
-9
8
1
-5
6
0

MEAN
11
5.47
-5.13
10
3
0.45
6
0.45

COUNT
17








61 LINEAR TEST
2
2
0
2
2
0
2
0

62 ZIG ZAG TEST
3
3
0
3
3
0
3
0

63 EW TEST
1
1
0
1
1
0
1
0

64 NS TEST
10
10
1
10
10
0
10
0

65 STAR TEST
2
2
0
2
2
0
2
0

66 CIRCLE TEST
9
22
13
10
15
-7
15
-7

67 HOURGLASS TEST
4
4
0
4
4
0
4
0

MEAN
4
6.29
1.99
5
5
-1.00
5
-1.00

COUNT
7
* EXPECTED DAYS FOR TEST FILES







Table 4: CWA Regression and distances

SERIES NUMBER
BEST TIME

LAG
BEST DISTANCE

LAG
BEST BEARING

LAG
*FINAL HIT INSIDE CVH OF CWA AND LAST HIT?
CWA MEAN LAG 1 DIST FROM FINAL HIT
CWA MEDIAN LAG 1DIST FROM FINAL HIT
CWA REG BEST LAGS DIST FROM FINAL HIT
CWA + LAST HIT CVH CENTER FROM FINAL HIT

17
1 (-.38)
1 (-.05)
1 (-.66)
NO
7.03
7.42
6.10
6.29

27
1 (.33)
1 (.63)
1 (-.61)
YES
3.90
3.96
4.09
1.60

37
2 (-.20)
1 (-.35)
1 (-.36)
NO
1.46
1.39
0.87
1.15

42
2 (-.27)
2 (-.39)
1 (-.54)
YES
0.65
0.91
4.76
1.19

45
4 (-.32)
7 (-.35)
2 (-.41)
YES
4.11
4.01
1.26
1.72

47
2 (-.47)
2 (-.50)
2 (-.38)
YES
4.85
4.29
3.51
1.80

48
3 (.30)
1 (.54)
4 (-.43)
NO
7.76
8.12
7.84
6.94

50
2 (.55)
4 (.36)
3 (-.43)
NO (but within .10 of a mile)
2.95
3.26
4.91
2.75

54
4 (.42)
3 (-.48)
2 (-.32)
NO
5.38
4.82
5.03
4.51

55
1 (.25)
1 (.43)
3 (.36)
NO
14.54
15.29
15.68
14.24

56 SLC
1 (-.037)
2 (-.41)
2 (-.48)
NO
4.82
5.87
2.02
4.33

56 ALL
4 (-.41)
3 (-.40)
2 (-.31)
NO
1.64
1.81
1.25
1.51

57
2 (.30)
1 (.34)
2 (-.30)
NO
11.01
11.47
8.32
9.09

58
2 (-.40)
1 (-.53)
4 (-.31)
NO
6.58
5.64
2.61
4.21

59
3 (.67)
1 (.30)
1 (-.36)
NO
339.62
311.20
403.30
347.72

60 LAST 50
4 (.23)
2 (-.16)
1 (-.32)
NO
18.63
19.24
16.75
15.24

60 ALL
1 (.33)
5 (.28)
1 (-.16)
NO
14.38
12.79
16.89
13.56

61 LINEAR TEST
1 (.88)
1 (.60)
1 (-.33)
YES
CLOSER
FURTHEST
CLOSEST
N/A

62 ZIG ZAG TEST
1 (.88)
1 (.52)
1 (-.46)
YES
CLOSER
CLOSEST
FURTHEST
N/A

63 EW TEST
1 (.95)
1 (.69)
1 (-.45)
YES
FURTHEST
CLOSEST
CLOSER
N/A

64 NS TEST
1 (.94)
1 (.92)
1 (-.94)
YES
FURTHEST
CLOSER
CLOSEST
N/A

65 STAR TEST
1 (.88)
1 (.45)
3 (.50)
MAYBE
FURTHEST
CLOSER
CLOSEST
N/A

66 CIRCLE TEST
3 (-.50)
3 (.42)
1 (.88)
YES
FURTHEST
CLOSER
CLOSEST
N/A

67 HOURGLASS TEST
1 (.93)
1 (-.84)
2 (-.86)
MAYBE
FURTHEST
CLOSER
CLOSEST
N/A

Note:  CVH stands for convex Hull polygon

Table 5: Distance and Direction for CWA Mean

SERIES NUMBER
EXPECTED (ACTUAL) DISTANCE FROM LAST TO FINAL HIT
CWA MEAN DIST FROM LAST HIT
MEAN CWA PNT TOWARD FINAL HIT FROM LAST
DISTANCE DIFFERENCE (MEAN)

17
5.07
3.19
NO
-1.88

27
2.22
3.56
NO
1.34

37
1.01
0.71
NO
-0.30

42
0.09
0.65
NO
0.56

45*
0.00
4.14
NO
4.14

47
2.12
5.28
NO
3.16

48
4.06
3.72
NO
-0.34

50*
0.01
2.95
NO
2.94

54
3.48
2.81
NO
-0.67

55
13.00
7.23
NO
-5.77

56 ALL
5.04
2.76
NO
-2.28

56 SLC Only
1.97
1.30
NO
-0.67

57
7.33
6.00
NO
-1.33

58
3.05
3.66
NO
0.61

59
296.63
49.34
NO
-247.29

60 LAST 50
11.51
8.98
NO
-2.53

60 ALL
11.51
5.12
NO
-6.39

61 LINEAR TEST
0.37
0.62
YES
0.25

62 ZIG ZAG TEST
1.18
2.01
NO
0.83

63 EW TEST
5.00
5.57
NO
0.57

64 NS TEST
2.50
4.54
NO
2.04

65 STAR TEST
1.62
1.80
NO
0.18

66 CIRCLE TEST
1.41
1.15
NO
-0.26

67 HOURGLASS TEST
4.91
3.79
NO
-1.12

MEAN
16.05
5.45

-10.59

STDEV
59.88
9.58

50.47

YES COUNTS


1.00


* Last and final hit were at the same or almost the same location





Table 6: Distance and Direction CWA Median

SERIES NUMBER
CWA MEDIAN DIST FROM LAST HIT
MEDIAN CWA PNT TOWARD FINAL HIT FROM LAST
DISTANCE DIFFERENCE (MEDIAN)

17
3.15
NO
-1.92

27
3.46
NO
1.24

37
0.80
NO
-0.21

42
0.90
NO
0.81

45*
4.01
NO
4.01

47
5.98
YES
3.86

48
4.06
NO
0.00

50*
3.24
NO
3.23

54
2.26
NO
-1.22

55
5.18
NO
-7.82

56 ALL
2.03
NO
-3.01

56 SLC Only
1.37
NO
-0.60

57
5.17
NO
-2.16

58
2.68
NO
-0.37

59
15.04
NO
-281.59

60 LAST 50
8.38
NO
-3.13

60 ALL
2.59
NO
-8.92

61 LINEAR TEST
0.64
YES
0.27

62 ZIG ZAG TEST
2.08
YES
0.90

63 EW TEST
5.53
YES
0.53

64 NS TEST
5.29
NO
2.79

65 STAR TEST
1.81
NO
0.19

66 CIRCLE TEST
1.12
NO
-0.29

67 HOURGLASS TEST
3.28
NO
-1.63

MEAN
3.75

-12.29

STDEV
3.08

57.44

YES COUNTS

4.00


Table 7: Distance and Direction CWA Regression

SERIES NUMBER
CWA REG DIST FROM LAST HIT
REGRESSION CWA PNT TOWARD FINAL HIT FROM LAST
DISTANCE DIFFERENCE (REGRESSION)

17
3.31
NO
-1.76

27
6.27
YES
4.05

37
0.47
NO
-0.54

42
4.85
YES
4.76

45*
1.27
NO
1.27

47
5.40
YES
3.28

48
3.80
NO
-0.26

50*
4.92
NO
4.91

54
3.66
NO
0.18

55
9.20
NO
-3.80

56 ALL
3.05
YES
-1.99

56 SLC Only
2.01
NO
0.04

57
7.05
NO
-0.28

58
2.53
NO
-0.52

59
134.22
NO
-162.41

60 LAST 50
8.50
NO
-3.01

60 ALL
10.01
NO
-1.50

61 LINEAR TEST
0.37
YES
0.00

62 ZIG ZAG TEST
1.44
NO
0.26

63 EW TEST
5.15
NO
0.15

64 NS TEST
2.16
YES
-0.34

65 STAR TEST
1.88
YES
0.26

66 CIRCLE TEST
1.26
YES
-0.15

67 HOURGLASS TEST
4.31
YES
-0.60

MEAN
9.46

-6.58

STDEV
26.71

33.26

YES COUNTS

9.00


Table 8: Standard Spatial Statistics Performance

SERIES NUMBER
ANIMAL MOVEMENT CIRCULAR PNT STATS
VISUAL PATH OBSERVED?
FINAL HIT INSIDE 68% PROB RECTANGLE?
FINAL HIT INSIDE 68% PROB SD ELLIPSE?
FINAL HIT WITHIN MEAN DIST BETWEEN HITS?
FINAL HIT WITHIN CVH OF ALL HITS?

17
MAYBE
MAYBE
NO
NO
NO
NO

27
MAYBE
MAYBE
YES
YES
YES
YES

37
NO
YES
Yes
Yes
NO
Yes

42
NO
MAYBE
Yes
Yes
Yes
Yes

45*
YES
MAYBE
Yes
Yes
Yes
Yes

47
NO
NO
No
No
Yes
Yes

48
NO
YES
Yes
Yes
NO
Yes

50*
YES
NO
Yes
Yes
Yes
Yes

54
NO
MAYBE
NO
YES
NO
NO

55
NO
MAYBE
NO
YES
NO
Yes

56 ALL
MAYBE
NO
Yes
Yes
NO
Yes

56 SLC Only
NO
YES
NO
NO
NO
NO

57
NO
NO
YES
YES
NO
YES

58
NO
NO
YES
YES
YES
YES

59
NO
YES
NO
NO
NO
YES

60 LAST 50
MAYBE
YES
NO
NO
NO
YES

60 ALL
NO
YES
YES
YES
NO
YES

61 LINEAR TEST
YES
YES
NO
YES
YES
YES

62 ZIG ZAG TEST
MAYBE
YES
NO
NO
YES
NO

63 EW TEST
NO
YES
YES
YES
YES
YES

64 NS TEST
NO
YES
YES
YES
YES
YES

65 STAR TEST
MAYBE
YES
NO
NO
YES
YES

66 CIRCLE TEST
NO
YES
NO
YES
YES
YES

67 HOURGLASS TEST
NO
YES
YES
YES
NO
YES

NO COUNTS
15
5
11
7
12
4

YES COUNTS
3
13
13
17
12
20

MAYBE COUNTS
6
6
0
0
0
0

PERCENTAGE YES
13%
54%
54%
71%
50%
83%

Figure 1:  Crime Series 42
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Figure 2: Crime Series 59
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Figure 3 : Elements used in a sample probability grid analysis
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Figure 4: The final probability grid analysis, a sample
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Figure 5: Test Patterns Created for CWA Research
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Figure 6:  CWA Time Variable Analysis

SERIES NUMBER
++TOTAL NUMBER OF OFFENSES
Time Best Lag
Time R Value
Time R^2
**Actual Days
*Predicted Time
Predict- Actual
Predict- Actual Squared

17
6
1
-0.38
0.14
0
7
7
49

56a
6
1
-0.03
0.00
3
2
-1
4

55
7
1
0.25
0.06
2
4
2
4

27
7
1
0.33
0.11
5
9
4
9

60a
10
1
0.33
0.11
6
6
0
1

47
7
2
-0.47
0.22
1
1
0
0

58
11
2
-0.40
0.16
46
32
-14
225

42
11
2
-0.27
0.07
1
11
10
81

37
10
2
-0.20
0.04
2
4
2
1

57
31
2
0.30
0.09
11
4
-7
49

50
10
2
0.55
0.30
0
1
1
0

48
7
3
0.30
0.09
1
3
2
4

59
17
3
0.67
0.45
2
2
0
1

56
9
4
-0.41
0.17
0
4
4
9

45
74
4
-0.32
0.10
3
4
1
1

60
50
4
0.23
0.05
6
5
-1
1

54
226
4
0.42
0.18
4
2
-2
9











67 HOURGLASS TEST
10
1
-0.50
0.25
4
4
0
0

61 LINEAR TEST
10
1
0.88
0.77
2
2
0
0

62 ZIG ZAG TEST
22
1
0.88
0.77
3
3
0
0

63 EW TEST
18
1
0.88
0.77
1
1
0
0

65 STAR TEST
10
1
0.94
0.88
2
2
0
0

64 NS TEST
11
1
0.95
0.90
10
10
0
0

66 CIRCLE TEST
16
3
0.88
0.77
22
15
-7
49

**Actual Days between last hit and final hit in the series









*Days predicted by CWA regression routine using best lag









++Includes the final or predicted hit in the series
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Figure 7:  CWA Time Variable Analysis Continued

SERIES NUMBER
Time R^2
Predict- Actual*
Predict-Actual Squared

56a
0.00
-1
2.0164

37
0.04
2
3.9601

60
0.05
-1
0.5625

55
0.06
2
4.4058

42
0.07
10
98.8036

48
0.09
2
4.3264

57
0.09
-7
45.9684

45
0.10
1
1.1025

60a
0.11
0
0.0256

27
0.11
4
15.8404

17
0.14
7
53.7289

58
0.16
-14
201.3561

56
0.17
4
14.2884

54
0.18
-2
4.0401

47
0.22
0
0.1296

50
0.30
1
0.6241

59
0.45
0
0.2304






67 HOURGLASS TEST
0.25
0
0.0000

61 LINEAR TEST
0.77
0
0.0000

62 ZIG ZAG TEST
0.77
0
0.0000

63 EW TEST
0.77
0
0.0000

65 STAR TEST
0.88
0
0.0000

64 NS TEST
0.90
0
0.0000

66 CIRCLE TEST
0.77
-7
48.6088

*Difference is in days
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[image: image12.emf](Actual Crime Series Only) R-Square Value by Best Lag for Time
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Figure 8:  CWA Distance Variable Analysis

SERIES NUMBER
Distance Best Lag
DISTANCE R Values
Distance R-Squared
**Actual Distance
*Predicted Distance
Predict- Actual
Predict- Actual Squared

58
1
-0.53
0.28
3
3
-0.52
0.27

37
1
-0.35
0.12
1
0
-0.54
0.29

17
1
-0.05
0.00
5
3
-1.76
3.11

59
1
0.30
0.09
297
134
-162.41
26377.54

57
1
0.34
0.12
7
7
-0.28
0.08

55
1
0.43
0.18
13
9
-3.80
14.46

48
1
0.54
0.29
4
4
-0.26
0.07

27
1
0.63
0.40
2
6
4.05
16.39

47
2
-0.50
0.25
2
5
3.28
10.79

56a
2
-0.41
0.17
2
2
0.04
0.00

42
2
-0.39
0.15
0
5
4.76
22.64

60
2
-0.16
0.03
12
9
-3.01
9.05

54
3
-0.48
0.23
3
4
0.18
0.03

56
3
-0.40
0.16
5
3
-1.99
3.95

50
4
0.36
0.13
0
5
4.91
24.11

60a
5
0.28
0.08
12
10
-1.50
2.25

45
7
-0.35
0.12
0
1
1.27
1.61










67 HOURGLASS TEST
1
-0.84
0.71
5
4
-0.60
2.62

65 STAR TEST
1
0.45
0.20
2
2
0.26
0.07

62 ZIG ZAG TEST
1
0.52
0.27
1
1
0.26
0.00

61 LINEAR TEST
1
0.60
0.36
0
0
0.00
0.02

63 EW TEST
1
0.69
0.48
5
5
0.15
0.12

64 NS TEST
1
0.92
0.85
3
2
-0.34
0.02

66 CIRCLE TEST
3
0.42
0.18
1
1
-0.15
0.00

**Actual Distance between last hit and final hit in the series








*Distance predicted by CWA regression routine using best lag








[image: image13.emf](Test Cases Only) R-Square Value by Best Lag for Time
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[image: image14.emf](Actual Crime Series) Time Chart of Squared Time Error 

and R-Square Value for CWA
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Figure 9:  CWA Distance Variable Analysis Continued

SERIES NUMBER
Time R^2
Predict- Actual
Predict-Actual Squared

17
0.00
-2
3

60
0.03
-3
9

60a
0.08
-1
2

59
0.09
-162
26378

57
0.12
0
0

37
0.12
-1
0

45
0.12
1
2

50
0.13
5
24

42
0.15
5
23

56
0.16
-2
4

56a
0.17
0
0

55
0.18
-4
14

54
0.23
0
0

47
0.25
3
11

58
0.28
-1
0

48
0.29
0
0

27
0.40
4
16






67 HOURGLASS TEST
0.71
-0.60
0

65 STAR TEST
0.20
0.26
0

62 ZIG ZAG TEST
0.27
0.26
0

61 LINEAR TEST
0.36
0.00
0

63 EW TEST
0.48
0.15
0

64 NS TEST
0.85
-0.34
0

66 CIRCLE TEST
0.18
-0.15
0

[image: image15.emf](Test Series Only) Time Chart of Squared Time Error and 

R-Square Value for CWA
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[image: image16.emf](Actual Crime Series) R-Square Value by Best Lag for Distance
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[image: image17.emf](Test Cases Only) R-Square Value by Best Lag for Distance
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Figure 10:  CWA Direction Variable Analysis

SERIES NUMBER
Bearing Best Lag
Bearing R Values
Bearing R-Squared
**Actual Bearing
*Predicted Bearing
Predict- Actual
Predict- Actual Squared

17
1
-0.66
0.44
11
102
91.00
8281.00

27
1
-0.61
0.37
116
123
7.00
49.00

42
1
-0.54
0.29
218
277
59.00
3481.00

37
1
-0.36
0.13
350
49
-301.00
90601.00

59
1
-0.36
0.13
277
54
-223.00
49729.00

60
1
-0.32
0.10
213
100
-113.00
12769.00

60a
1
-0.16
0.03
213
110
-103.00
10609.00

56a
2
-0.48
0.23
227
191
-36.00
1296.00

45+
2
-0.41
0.17
252
252
0.00
0.00

47
2
-0.38
0.14
186
205
19.00
361.00

54
2
-0.32
0.10
187
97
-90.00
8100.00

56
2
-0.31
0.10
60
65
5.00
25.00

57
2
-0.30
0.09
318
29
-289.00
83521.00

50
3
-0.43
0.18
270
89
-181.00
32761.00

55
3
0.36
0.13
193
105
-88.00
7744.00

48
4
-0.43
0.18
254
84
-170.00
28900.00

58
4
-0.31
0.10
20
75
55.00
3025.00










64 NS TEST
1
-0.94
0.88
0
180
180.00
32400.00

62 ZIG ZAG TEST
1
-0.46
0.21
20
238
218.00
47524.00

63 EW TEST
1
-0.45
0.20
90
110
20.00
400.00

61 LINEAR TEST
1
-0.33
0.11
315
315
0.00
0.00

66 CIRCLE TEST
1
0.88
0.77
235
218
-17.00
289.00

67 HOURGLASS TEST
2
-0.86
0.74
326.00
323.00
-3.00
9.00

65 STAR TEST
3
0.50
0.25
19
335
316.00
99856.00

**Actual bearing between last hit and final hit in the series








*Bearing predicted by CWA regression routine using best lag








(45)+ Last 2 hits occurred at same location








[image: image18.emf](Actual Series Only) Distance Chart of Squared Distance 
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[image: image19.emf](Test Series Only) Distance Chart of Squared Distance 

Error and R-Square Value for CWA
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Figure 11:  CWA Direction Variable Analysis Continued

SERIES NUMBER
Bearing R-Squared
Predict- Actual
Predict-Actual Squared

60a
0.03
-103
10609

57
0.09
-289
83521

56
0.10
5
25

58
0.10
55
3025

54
0.10
-90
8100

60
0.10
-113
12769

55
0.13
-88
7744

59
0.13
-223
49729

37
0.13
-301
90601

47
0.14
19
361

45+
0.17
0
0

48
0.18
-170
28900

50
0.18
-181
32761

56a
0.23
-36
1296

42
0.29
59
3481

27
0.37
7
49

17
0.44
91
8281






64 NS TEST
0.88
180
32400

62 ZIG ZAG TEST
0.21
218
47524

63 EW TEST
0.20
20
400

61 LINEAR TEST
0.11
0
0

66 CIRCLE TEST
0.77
-17
289

67 HOURGLASS TEST
0.74
-3
9

65 STAR TEST
0.25
316
99856

[image: image20.emf](Actual Series Only) Distance Chart of Squared Distance 

Error and R-Square Value for CWA (Excluding Series 59)
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[image: image21.emf](Actual Crime Series) R-Square Value by Best Lag for Bearing
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Final Robbery in this Crime Series
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Zig Zag Pattern
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Star Pattern
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North/South Pattern
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Hourglass Pattern
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East/West Pattern





�Circular Pattern
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Linear Pattern
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[image: image23.emf](Actual Crime Series) Bearing Chart of Squared Degree Error 

and R-Square Value for CWA
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Error and R-Square Value for CWA

0

20000

40000

60000

80000

100000

120000

0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00

R-Square Value

Error in Degrees Squared

