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Introduction

Paul and Patricia Brantingham have long been interested in the spatial characteristics of crime. Describing crime in terms of events, they have focused on edges, concentrations, mobility and opportunity as factors in influencing patterns of criminal incidents.  Important to them is the conceptual reasoning that considers crime in the context of urban settings, against an urban backcloth of facilities, routines, and social characteristics.  In their work, the Brantinghams (1990) have stressed the importance of environmental conditions creating opportunities for crime.  At the same time, they acknowledge that these opportunities do not necessarily condition or determine outcomes.  They suggest that the distribution of targets, offenders, and victims is not regular but it is clustered and patterned.  So while we cannot easily predict the exact character of interactions that result in crime, we can argue that these behaviors will occur in proximity to one another and will produce repeatable patterns. 
The Brantinghams, in their explanation of how we would identify these patterns, suggest that we apply “templates” that point to how similar events are distributed.  We suggest that in developing these templates, the task can be completed in two different ways.  First, we can search for how crime clusters over space, identifying what has been termed in the literature as “hot spots”.  This type of analysis is subject to problem of what the Brantinghams (1999) refer to as “stationary fallacy,” an artificial clustering of events occurring at different time periods.   The advantage of identifying clusters of crime comes from the understanding that crime events are not distributed uniformly. 
A second task involves studying how social and physical characteristics promote the concentration of crime.  Spelman and Eck (1989) observe that about 60 percent of crime occurs in 10 percent of the places, 10 percent of offenders account for about 50 percent of offenses, and 10 percent of victimized people are involved in about 40 percent of the crimes.  These repeat address incidents dominate police work.  Identifying where crime concentrates is a logical application of spatial analysis techniques to crime mapping.

While events may occur close to one another through a process of “like attracting like,” this proximity effect has much to do with other factors in the environment.  The identification of crime hot spots locates where behavior is clustered but connecting this to urban context has been a challenge for spatial analysis.  We can provide an overlay of urban facilities, SES characteristics, or transportation corridors that creates an impression of interaction between events and urban elements.  However, a simple overlay fails to provide statistical support for these connections.  When conducting similar analysis, human ecologists faced difficulties in asserting that certain neighborhood characteristics correlated with deviance in face of the ecological fallacy that comes from connecting aggregate characteristics to individual behavior (McKenzie 1926).  

We suggest that when applying spatial analysis to crime mapping, these two strategies of locating clustering and concentration effects are mutually supportive.  They provide the means for problem solving that directs attention both at density of events and opportunities for crime. In looking at the distribution of crime regardless of the underlying physical and social structure, the distribution will not be random, and there will be clustering of crime over the space.  When the underlying physical and social structures are introduced in determining the distribution of crime, a different picture may appear.   There are features in the social and physical environment which crime may concentrate around that form different clusters than those that were observed when looking at the distribution of crime alone.  

Our task involves the identification of crime hot spots (clustering), and the coincidence of this behavior and certain features of the urban environment that might promote crime occurrence (concentration).    In demonstrating how this dual process works, we will present a problem-solving exercise that was applied to vehicle theft in Newark, New Jersey.  Clusters of vehicle theft were identified and the possible causes of these clusters were discussed.  Next we applied an analysis of conditional locational interdependency to develop measures of how vehicle theft concentrates around certain social and physical characteristics.  Research on CLI is currently being conducted by a joint partnership between Dr. John Hodgson from the University of Alberta, and Dr. Leslie Kennedy and Erika Poulsen from Rutgers University.

Problem Oriented Policing and GIS: Searching for Clusters

How should police conduct “problem-oriented policing?”  Police understand the need for better crime data collection to help in the identification of factors that stimulate crime events.  Recently, members of the School of Criminal Justice at Rutgers University met with the police command staff of the Newark Police Department to identify problems related to vehicle theft.  The exercise sought to find ways in which these crimes could be abated through the use of mapping procedures.
  In Newark’s case, vehicle theft is widespread, and the police have faced a difficult task in solving this problem.  In our initial discussions, the police were briefed on the elements of environmental criminology.  We suggested ways in which targeting certain crimes can be done through hardening targets and removing opportunities from offenders.  We then presented the basic principles behind the use of GIS.  In particular, we focused on the mapping of hot spots.  We then demonstrated how one could extend analysis through overlay techniques using different data layers, such as SES, transportation corridors, and land use.


 In the first step, an electronic ‘pin map’ of the vehicle thefts in Newark was created by geocoding the address of the theft to the street data layer (see Map 1).  This crime was widely distributed throughout the city. We then created density maps of the vehicle theft, which showed clustering in five primary areas. We used these clusters as the focal points of discussion.  This technique of identifying clusters does not provide a defined boundary, and may not reveal a true ‘hot spot’ in that comparison of crime incident distribution in the same area over time is needed.  We are able to examine the characteristics of the vehicle thefts in these clusters, searching for differences in types, times, recovery, and so on.   

  We questioned the police commanders about the study areas (while acknowledging that these hot spots comprised only about 30 or 40 percent of all of the crimes that occurred in a six month period).  The police were able to clearly describe the areas.  One study area contained a train station that had many lots for New York bound commuter parking.  The police commander offered that these lots tend not to be very well lit. Further, when the lots were full, people parked on the street.  The police were particularly interested in the time of the day of the offense and the location of the recovered car (about 50% were found in the city).  We were able to provide a rough estimate of this information based on the time the owner left the vehicle to when they discovered that it was stolen or broken into.  However, we encouraged the police to look more closely at the study areas to establish what might be a stimulus for this crime and to come up with solutions about how to stop it.  It was particularly interesting to examine the area around the train station  (Study Area 3 – Map 2) in comparison to a hot spot that appeared in a residential area where cars were routinely stolen from the street and from a large parking lot behind a row of high-rise apartments (Study Area 5 – Map 2).  We speculated that while the thefts around the train station were to take vehicles for resale or to steal contents, thefts from the neighborhood was more likely motivated by a desire to joy ride or to travel to another part of the city.  Locational factors, then, were important for the crime occurrence.
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This exercise demonstrated the value of working with clusters both in terms of the information that they provide about areas but also the differences in crime type across areas.  This approach is limited by failing to identify facilities that might create an opportunity for theft.   

Linking Context and Crime Occurrence: Concentration Effects  

As it has been discussed in the previous section, the identification of clusters of crime can provide us with information regarding how crime is distributed over an area.  However, in identifying these clusters, underlying concentration effects caused by social and physical characteristics are then masked.  As discussed previously, identifying these concentration effects is the second task in developing the crime analysis template to show how crime events are distributed.  The following discusses an approach called conditional locational interdependency (CLI) that can be used to locate such concentrations.

CLI is based on the notion that an event or facility occurs at a location due to the fixed location of another event or facility of a different type (Okabe and Miki 1984, and Hodgson 1998, 2001).  Another way to consider this is the distribution of vehicle thefts occur due to the fixed location(s) of event(s) or facility(ies).  The null hypothesis is that the vehicle thefts are randomly and independently distributed in relation to the events or facilities.  When using CLI to study a crime such as vehicle theft, the following results may occur: If vehicle thefts are found to be randomly and independently distributed over space with relation to the events or facilities, this implies that the distribution of these vehicle thefts are not related to the distribution of events or facilities. If vehicle thefts are significantly closer than random to the events or facilities, then the vehicle thefts are implied to be dependent on the events or facilities, and conditional locational interdependence holds.  Finally, if vehicle thefts are found to be significantly farther than random from events or facilities, then the vehicle thefts are thought to be repelled by the events or facilities.

 Okabe and Miki (1984) define a conditional nearest-neighbor spatial-association statistic:
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where:
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the observed mean distance from vehicle thefts to their nearest events or facilities.
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 =
the expected mean distance from randomly distributed vehicle thefts to their nearest events or facilities.

This method is applied to determine the influence facilities such as schools and grocery stores have on the concentration of vehicle theft.  When we look at potential locations for crime, the research literature highlights certain facilities as creating greater opportunities for crime.  Studies have been done on the role that schools, liquor stores, and transit stations play in attracting crime (Normandeau, 1987; Roncek and Maier, 1991).  What is novel in our approach is rather than identifying these facilities and examining the extent to which crime clusters around them, we consider all different locational facilities distributed across the city at the same time.  This allows us to determine the concentration effects of one type of location versus another.  Coupled with the hot spots defined by the cluster analysis, we are able to better target our problem solving and our investigation of crime causation.  In discussion with the police, parking lots, stores (particularly liquor stores) and schools were identified as attracting more problems.
 


In examining the results of preliminary analysis using CLI, we were able to determine that there was increased likelihood that vehicle theft would occur in proximity to schools, for example, than would be expected by chance.  Applying this technique to sorting out facilities, which create greater crime opportunity and then searching for these facilities in areas of crime clusters, enhances our ability to target locations in proximity to which this crime is likely to occur.   This further enhances our ability to problem solve with the police beyond enhanced street patrols.  This type of analysis can inform programs targeting schools or enhancing prevention around stores or parking lots.

Conclusion

In sum, problem solving using mapping can take advantage of the ability of GIS programs to both search for clustering and for concentration effects.  In applying these two types of analysis, we can identify where crime is more likely to occur and the factors within these areas that are more likely to create opportunities for these crimes to occur.  These strategies offer us analytical tools to target crime but also to begin strategizing, using spatial analysis techniques, about effective means of reducing its occurrence.
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�  Involved with Les Kennedy were Ron Clarke, Marcus Felson, and Erika Poulsen.


� Interestingly enough, while stores might attract victims, schools may be the source of offenders.  This analysis cannot really disentangle that relationship.
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