Data Clustering using ANNs as a Precursor to Crime Hot Spot Prediction
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Abstract

Crime rates differ between different types of urban district, and these differences are best explained by the variation in use of urban sites by differing populations. Whilst a database of violent incidents (location, cause, victim details including injuries and home address) is rich in spatial information, studies to date have tended to be limited to simple statistical analyses of these variables. However, a much richer survey can be undertaken by linking this database with other spatial databases, such as the Census of Population, weather and police databases. Such information can improve understanding about the environment in which the incidents take place and the home environment of the victim or perpetrator. Whilst Geographical Information Systems can be used to identify simple trends (for example the relationship between unemployment and violence at ward, enumeration district, or postcode level) other not so obvious trends may lie undiscovered in the database. Artificial Neural Network techniques have recently gained attention as a means of discovering such hidden information and for detecting trends within databases.

The paper articulates the first stage in the development of a system designed to help facilitate the prediction of future crime hot spots.  For this stage, a series of Kohonen Self-Organising Maps (KSOM) are used to cluster data in a way that allows common features to be extracted.
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1. Introduction

The advent of computers and the availability of desktop mapping software have advanced the analytical process, allowing efficient generation of virtual pin maps depicting crime incidents. A logical step beyond visualisation and analysis of trends and patterns is the development of a predictive system capable of forecasting changes to existing hot spots and the evolution of new ones.  

Prediction in criminological research has been established for a number of decades (Ohlin 1949; Glueck 1960; Francis 1971), although its foundation within a geographic and GIS context is still in its infancy.  The Crime and Offender Pattern Detection Analysis Technique (COPDAT) outlined here offers a framework that can be applied to geographic prediction.  COPDAT entails the implementation of a prototype GIS integrating various spatial databases to analyse and map the identified trends. 

2. Methodology

The volume of crime is insufficient to make accurate predictions (in terms of location and time) of an offence taking place using pure extrapolation from past offences.  In the outlined system, a prediction of the likely crime type that will take place within a given time-window will be supplemented with a separate prediction of the likely vulnerable areas for the same epoch, to form a more complete prediction. In addition, it would seem prudent to have the facility in a finished system to allow information based on police intelligence and experience to be built into the predictive model. The idea is to enhance current police predictive capabilities not replace them.

Data sets

The accurate forecasting of the temporal-geography of crime (predicting where and when crime is likely to take place) can have immense benefits, for accurate prediction if acted upon should lead to effective prevention. However crime prediction frequently relies on the use of data appertaining to past perpetrators and/or past victims. Such data is therefore subject to legal and ethical restriction on its use, resulting in an ethical conundrum (Ware and Corcoran 2001). Thus the COPDAT uses multiple data sets (pertaining to criminal acts and provision contextual information), its resolution governed by these ethical restrictions.

GIS Techniques

Visual inspection of the various spatio-temporal data sets is a vital pre-requisite in assimilating an understanding of fundamental relationships and trends.  The GIS is used as a tool to conduct this basic pattern analysis, including cluster and hot spot techniques.

Artificial Neural Network (ANN) Techniques

AI, and specifically ANN’s, provide a mechanism through which the various spatial, non-spatial and temporal data sets can be analysed to identify patterns and trends previously undiscovered.  Identification and consolidation of such trends and patterns between the various data sets allows generalisation and subsequent prediction of future events and scenarios based upon that generality.  For example, consistently identifying that a specific kind of crime occurs in a certain location type when a given set of ambient conditions exist allows the predictions to be made that when those conditions are repeated that there is risk of a reoccurrence.  The resultant of this scenario can be to produce a spatial probability matrix encapsulating a risk assessment of the study area. The spatial probability matrix can be directed to the GIS for visualisation in the form of a thematic contour map discriminating different areas with respect to their potential risk.  In essence, the ultimate goal of the COPDAT is to learn decision criteria for assigning risk levels to new and future situations.  This, for example, may involve identifying and predicting areas most at risk during a hot summer public holiday sports event in the City.  Provision of such information is of obvious interest and of operational benefit to the police in terms of both resource allocation and policing strategies.

· Data Preparation and Processing Data representation and structuring is of key importance in the production of a robust predictive model.  It has been show in previous neural network studies that a certain level of pre-processing of the raw data is advantageous to model accuracy, efficiency and stability.  This approach subsequently requires a certain level of post-processing in order to generate the required output values (figure 1).

Figure 1 Data preparation process in relation to ANN processing


· Data Pre-processing The first stage is a systematic and comprehensive analysis followed, where necessary, by conversion into an alternative representation for input into an ANN.  This sequential process can be broken down to a series of discrete stages:
· Format conversion and integration

· Error detection and editing

· Data reduction, transformation and generalisation

The final stage in the pre-processing process is of critical consequence in terms of a successful ANN implementation.  The process of feature extraction and encoding of such characteristics impacts upon the ANN’s ability to learn and assimilate relationships between key variables and hence its accuracy in prediction.  This process can be further dissolved into three distinct procedures:

1. Transformation and scaling may include: 

· Applying a mathematical function (e.g. logarithm or square) to an input.

· Scaling the different inputs so that they are all values, between a fixed minimum and maximum, can greatly effect the reliability of an ANN system.

2. Reduction of relevant data includes simple operations such as filtering or taking combinations of inputs to optimise the information content of the data.This is particularly important when the data is noisy or contains irrelevant and potentially erroneous information.

3. Encoding of identified features for input to the ANN. The data types include a range of data categories (discrete, continuos, categorical and symbolic), each to be handled and represented in an explicit manner.

· Post-processing Natural language rules are derived from each data cluster found by the KSOM.  Each rule representing a broad and generic definition – that with time can be fine tuned -of a specific sub-model that is applied to best predict crime, for example:

 for Center of City

 if Weather includes Wet

and Day is Friday

and Time is Night

then Problems will include inside pubs (probability 0.9) 

for Center of City

if Weather includes Dry

if Weather includes Warm

and Day is Friday

and Time is Night

then Problems areas will include outside pubs (probability 0.9) 

and Problems will include inside pubs (probability 0.4)

These rules together with other determining factors (including temporal information such as the day, time and prevailing weather) are then directed to the GIS for production of a thematic crime risk contour map.  When used in a predictive manner, the GIS can provide an important visual reference for analysing the relative impact of multiple factors on crime levels in a given area. 

3. Implementation Details

A series of KSOMs provide the mechanism for classifying the heterogeneous nature of crime and criminal activity in a spatial, temporal and contextual framework.  The assumption that there is a single simple linear relationship between the various factors is unrealistic and misplaced.  In the light of this, a valid approach to assimilate an understanding of crime and criminal activity is to dissemble it into its homogeneous components for independent analysis. This analysis can be used to generate a series of rules and generalisations that can be utilised in a predictive capacity at a broader heterogeneous level.

The KSOM provides an unsupervised technique through which this stratification process can be automated, resulting in the formulation of homogeneous clusters (figure 2).  In situations where clusters are not clearly delineated it maybe necessary to calculate a function such as the Euclidean distance or Gamma test (Lewis and Ware 1997; Lewis et al. 1997) in order to assign output to specific clusters. 

Figure 2 The COPDAT Hybrid System


4. Summary

Inclusion of predictive capabilities through implementation of the COPDAT model to existing GIS techniques will ultimately enable law enforcement agencies to more effectively evaluate resource and tactical policies. Crime mapping and analysis using COPDAT will potentially facilitate research, assist with offender management and monitoring, and enable community planners to develop policy and forecast future needs for public safety resources.
This outlines a framework that potentially can be expanded to model and predict a broader variety of crimes based upon a larger mixture of criminal and contextual data sets and a common schema for crime prediction.
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